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Homogeneous Network Embedding (HNE)
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§ Link Prediction
q [Backstrom et al., WSDM’2011]
q [Gupta et al., KDD’2013]

§ Graph Reconstruction
q [Radivojac et al., Nature 

methods’2004]

§ Node Classification
q [Perozzi et al., KDD’2014]
q [Ribeiro et al., KDD’2017]



Existing Work

• Learning-based HNE methods
– with random walks

• truncated random walks: Deepwalk [Perozzi et al. KDD14], 
• biased random walks: Node2vec [Grover et al. KDD16], 
• Personalized PageRank (PPR):VERSE [Tsitsulin et al. WWW18], APP 

[Zhou et al. AAAI]

𝐗# ' 𝐗$ ~ Pr[𝑢 → 𝑣]
A large number of 
random walks are 

required !

Expensive training courses!

– without random walks
• Auto-encoders, graph neural networks (GNN), generative 

adversarial networks (GAN), long short-term memory networks 
(LSTM)



Existing Work

• Factorization-based HNE methods
O 𝒏𝟐 !– Construct an 𝑛×𝑛 proximity matrix 𝐌

• Katz score, AROPE [Zhang et al. KDD18]
• PPR, STRAP [Yin et al. KDD 2019]

𝐌 𝐗 𝐘
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– Factorize 𝐌 = 𝐗 ' 𝐘% (e.g., SVD, NMF)



Motivations: Efficiency
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Space: 𝑶(𝒎) How to refine?

𝑶(𝒎𝒌𝐥𝐨𝐠(𝒏))
Time:



Motivations: Effectiveness
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Reweight nodes with weights !

How?

Why?
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3 common neighbours

1 common neighbour

>

(𝑣", 𝑣#) > (𝑣$, 𝑣%)Potential link:



Proposed solution: NRP

• Basic idea: ∀𝑣 ∈ 𝑉
– A forward embedding 𝐗"
– A backward embedding 𝐘"
– A forward weight 𝑤"
– A backward weight 𝑤"

𝐗( & 𝐘!) ≈ 𝑤( & 𝜋(𝑢, 𝑣) & 𝑤!

Preserve node global importance

Preserve node proximity
Preserve edge direction

𝐗% 9 𝐘&' ≠ 𝐗& 9 𝐘%'

• Challenges
– Approximate PPR 𝜋(𝑢, 𝑣) for all (𝑢, 𝑣) pairs efficiently

– Learn 𝑤$/𝑤$ reflecting node importance



NRP: Step 1: Approximate PPR
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𝐏 ≈ 𝐗! 3 𝐘*



• Objective function:

NRP: Step 2: Node Reweighting

• Intuition: 

by coordinate descent 
in 𝑂(𝑛𝑘") time

1

2

1 total strength of connections from other nodes to u = in-degree of u

2 total strength of connections from u to other nodes = out-degree of u

𝐗" ← 𝑤" ( 𝐗"
𝐘" ← 𝑤" ( 𝐘"

• Output: ∀𝑣 ∈ 𝑉



Experiments: Settings

• NRP: 𝑘 = 128, 𝜄( = 20, 𝜄< = 10, 𝛼 = 0.15
• ApproxPPR: 𝑘 = 128, 𝜄( = 20, 𝛼 = 0.15 (without reweighting)

• an Intel Xeon(R) E5-2650 v2@2.60GHz CPU and 96GB 
RAM

Table 2. Data Sets



Experiments: Link Prediction



Experiments: Efficiency
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Why NRP Works

NRP preserves
• Multi-hop proximity between nodes (PPR)
• The global importance of nodes (Reweighting)
• Edge directions (forward/backward embeddings)

– For example

Me (Nobody)

Follow

Follow?

Not interested!



Competitors

• Factorization-based
– AROPE, RandNE, NetSMF, ProNE, STRAP

• Random-walk-based
– DeepWalk, LINE, node2vec, PBG, APP, VERSE

• Neural-network-based
– DNGR, DRNE, GraphGAN, GA

• Other
– RaRE, NetHiex, GraphWave



Experiments: Graph Reconstruction



Experiments: Node Classification



Experiments: Parameter Analysis

Figure 8. Link prediction results



Experiments: Link Prediction on Dynamic 
Graphs



Experiments: Efficiency



PPR Approximation



Node Reweighting



NRP


